USE OF CONTINGENCY TABLES TO VALUE VARIABLES FOR SPATIAL MODELS
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ABSTRACT:

An expressive and comprehensive situation picture is necessary for a reliable decision making in various application fields. The domain
knowledge, however, is often too complex to be handled individually, and thus geographical information systems (GIS) with powerful
modeling tools are nowadays availed to support the process. Data to be considered are becoming available at an increasing speed and
level of detail, thus the challenge of obtaining a useful resulting model lies in utilization of suitable methods. In our research, we
deal with a systematic risk assessment model for Helsinki Fire&Rescue services. The model shall serve as a basis for preparedness
of fire brigades. In this paper, we aim to use contingency tables, which are known from statistics, to assist valuing new variables for
the developing risk model. In the case study, we analyze spatial relationships between the incident data points and distribution of
population age. Derived information shall be implemented into the spatial model, which is the basis for further risk modeling process.
The methods for the analysis of spatial data suggested in this paper support reliability of the risk model and advance understanding of
how GIScientist can contribute to the process of decision making.

1. INTRODUCTION

The amount of data collected in spatial information science and
social science is increasing rapidly and very often the researchers
who acquire data are interested in the relationships of associa-
tions between different variables. Thus, a knowledge discovery
and data mining as techniques established in the domain of infor-
mation technology have found a new application field.

The general aim of our research is to assist the Fire&Rescue
services in their planning and preparation procedures within the
Metropolitan area of Helsinki, Finland. The starting point is an
already implemented analysis tool, which generates a risk zone
map. The risk level refers to the required preparedness of fire
brigades in a sense of response time, and is calculated on the basis
of: (1) the population density; (2) the floor area in square meters,
and (3) an index for the probability of traffic accidents. Clearly,
the model is rather simple; our goal is to investigate other vari-
ables that might contribute to enhancement of this model.

To evaluate the significance of potential variables that might be
included into the risk model, we want to assess how they match
spatially (and temporally) with the incidents. Our intention is
therefore to use statistical methods including the spatial compo-
nent to explore and identify relevant variables. In this paper, we
propose the use of contingency tables and measures of associa-
tion, and try to evaluate the usefulness of this method for a devel-
opment of spatial analysis models.

One of the relevant questions for the Fire&Rescue services is
”How does age of the population affect occurrence of particular
incident types?”. Thus, in the case study, we exemplarily analyze
the incident data points in relation to the population age distribu-
tion.

Contingency tables as a background theory of this paper are pre-
sented in the next Section 2 followed by our proposal for their
utilization to enhance spatial modeling in the Section 3. The ap-
plication of the approach is described in the case study in the

Section 4. The utilized method is discussed in the Section 5, and
finally the results are concluded in the Section 6.

2. CONTINGENCY TABLES

The term contingency table was first used in (Pearson, 1904)
in connection with a generalized theory of association. Nowa-
days, contingency tables are extensively used in statistics (Everitt,
1992, Agresti, 2002) to analyze relationships between two or
more categorical variables that are exclusive (categories do not
overlap) and exhaustive (categories include all possibilities). They
aggregate the data according to the studied variables, and in this
way enable to get a deeper insight into the relationships between
them.

Assume that X and Y are discrete variables that can be assigned
a finite number of values 1,...,r and 1,..., c respectively. The
contingency table (n;;) can be expressed in a form of matrix as
shown in the Table 1. The table fields n;; represent empirical
frequencies of an existing particular combination of the variable
values in the dataset. The corresponding column sums n.; and
row sums n;. are called marginal frequencies. (Andél, 2002)

X)Yy| 1 ... ¢ |>

1 nii Nic ni.

T Nr1 Nre Uz
> ni ... MNe | n

Table 1: A contingency table

For easier understanding, let us consider the following example:
the color of eyes and hair was recorded for a population of 6800
men. There are four hair color values: blond, brown, black and
red, and three eyes color values: blue, gray or green and brown.
The distribution of the observed variables is expressed in the con-
tingency table in the Table 2.



Eyes/Hair Blond Brown Black Red | )
Blue 1768 807 189 47 2811
Gray or Green 946 1387 746 53 3132

Brown 115 438 228 16 857
> 2829 2632 1223 116 | 6800

Table 2: Example of a contingency table

Testing of independence of the two variables is often task of the
analysis. The two variables are independent iff the probability
distribution p;; = p;.p.; is true for all the couples i = 1,...,r
and j = 1,...,c, thus iff the conditional probability is equal to
the unconditional probability.

If we replace the notion of probability by the relative frequen-
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cies: pi; = nJ , we get approximately: —+ ~ =i J . The
question is how large difference between actual and expected cell
counts can be considered as approximately equal. The answer is
in the Pearson’s chi-square test. We proceed further to absolute
frequencies: (% — e Zd)2 (5 — 29 )2 According to
the probability theory, large expected cell counts vary more than
the small ones, thus we have to account the difference in expected
cell counts by weighting. The variable
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has the x? distribution with (r — 1)(c — 1) degrees of freedom.
Thus, when we get x§ > X%r71)<571)(a)’ where « is the level
of significance, we refuse the null hypothesis about the indepen-
dence of the two variables. (Andél, 2002)

To compare associations between several contingency tables, var-
ious measures based on x2 have been proposed. The most suit-
able norming was proposed by Cramér:
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The Cramér’s V is suitable for general (asymmetric) tables. The
values lie between 0 and 1, while the maximum is reached for a
complete association. (Bishop et al., 1975)

3. PROPOSED APPROACH TO VALUE MODEL
VARIABLES

A reliable modeling of any phenomenon can be only based on
proper understanding of relationships between all involved events,
objects and its features. In case the causality is in focus, de-
pendency relationships are of the main interest. The x? statis-
tic reflects the difference between the observed and expected cell
counts in the contingency table assuming the independence of the
analyzed variables. High values of x? indicate that the variables
are not independent: the higher the number, the stronger the re-
lationship. Hence, we use measures based on x? to value the
importance of the potential variables for the new risk model.

Further study of contingency tables may reveal more details de-
scribing the relationships between the studied variables. Besides
the strength of the dependence, we can also specify the table cells
invoking that: ”What particular combination of variables values
is the most critical from the dependency point of view?”. The
discovered knowledge should be then reflected by the model.

We believe that by performing the analysis by using contingency
tables and measures of association, we can capture the appro-
priate relationships in the studied phenomenon, which must be

thoroughly discussed with the domain experts though. Then, in-
volving the variables selected on the basis of statistics into the
model will increase reliability of the application.

4. CASE STUDY

The proposed approach was applied to value the possible vari-
ables for the risk model for Helsinki Fire&Rescue services. The
incidents dataset was analyzed in connection to the population
age distribution.

4.1 Data Description

Finland is one of the countries in which spatial data collection,
digital databases, and the information society in general is well
developed and organized, but this is no guarantee that informa-
tion is available and interoperable. Organizational boundaries are
clearly visible also in the domain of emergency planning (Jolma
et al., 2004). We do have to keep in mind that the unequal qual-
ity of spatial data requires individual models and scales for a risk
analysis in each community.

Municipalities in Finland are required to collect register data on
their population, buildings and land use plans. Because of this,
the Helsinki Metropolitan Area Council (YTV) has been working
since 1997 on the production of a data package (named SeutuCD)
which covers the whole metropolitan area. This data package is
gathered from the municipal register and other sources, and it is
updated once a year. It includes register data on buildings; meta-
data information and land use plans as well as the enterprises
and agencies located within the metropolitan area. (YTV, 1999)
Within the building register layer each of the buildings acts as a
spatial object, which has coordinates and a set of attributes. This
enables the analysis to be done despite of municipal boundaries
in the metropolitan area. The attribute we are interested in is the
age of people, which is related to the ones who are registered in a
particular building. An interesting pattern of the spatial distribu-
tion of the population average age groups entitling us for further
analysis of this information is shown in Figurel. The popula-
tion data originates from the Finnish Population Register Center.
This population information system contains information for the
whole of Finland on all Finnish citizens and foreigners who are
permanently residing in Finland.

Additionally, we have acquired a dataset from the Fire&Rescue
services in Helsinki. This dataset contains records of all the fire
alarms, rescue missions and automated fire alarm systems mis-
sions within Helsinki city area for the years 2001 to 2003. The
material provided includes selected information, such as mission
type codes, dates, addresses and spatial coordinates. From the
incident data we select the most frequent incident types that were
recorded more than 50 times during the year 2003 (see the Fig-
ure 2).

4.2 Data Preprocessing

We are not dealing with the automated fire alarms (coded with
A10), as they have a very high significance and disturb the analy-
sis of other data. As we are looking for the causality relationships
and focus now on the population age data, we remove also the
storm damage incidents from the analysis. The most frequent ac-
cidents include for example: T111 - fire in block building, P410
- oil harm on the solid ground, P761 - non-urgent assistance, etc.

The population records refer to the age of the inhabitants regis-
tered in a particular building. Based on the amount of the popu-
lation, the average age for a particular building is calculated. In



Figure 1: Spatial distribution of the population age groups in
Helsinki: a) 8-29, b) 30-37, c) 38-45, d) 46- 52, )53-63, ) 64-86;
dark color indicates high density, light color indicates low density

the close neighborhood, incidents might be related to the building
and inhabitants of this building. Thus, information about the av-
erage age is related to the incidents based on proximity; distances
between incidents and nearest buildings are within 10 meters in
most cases. The average inhabitant age in relation to occurrence
of the most frequent accidents is classified into six categories
based on natural breaks classification.

4.3 Results

By organizing the studied variables into the contingency tables,
we have discovered some discrepancies in the data. Although
the colleagues form the Fire&Rescue services were sure about
the correctness of their dataset, simple sorting according to the
temporal attribute have unveiled missing records of certain inci-
dent types for several months. This experience demonstrates the
significance of data verification especially for the analysis based
on the data, and need of iterative discussions between the parties
involved.

The Table 3 describes the distribution of the incident types in re-
lation to the average age of population in the neighborhood. The
observed pattern was compared to expected values based on the
x? statistic. The calculated value was 150.0, which was higher
than the x31,(0.05) = 135.5, thus we refuse the null hypothesis
about independence between the two variables.

We have expressed the strength of the relationship between inci-
dents and population age by the Cramér’s V: V = 0.109. This
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Figure 2: Distribution of the most frequent incident types

measure can be then used to value various potential variables and
compare their importance. To illustrate the process, we have cal-
culated the x? statistics and Cramér’s V' for temporal attributes
of the incident dataset. Comparing the incident types and days
of the week they have happened, we get x> = 179.7, which was
higher than x33,(0.05) = 159.8, V' = 0.109. Similarly, for in-
cident types and daytime, we get x> = 308.6, which was higher
than x3¢(0.05) = 86, V' = 0.201. The derived statistics indicate
an association between the incidents and the studied variables.
The higher the Cramér’s V/, the stronger evidence against the null
hypothesis of independence. Thus, we could sort the studied vari-
ables according to Cramér’s V': the daytime shows the strongest
association to the incident types, day of the week and age of pop-
ulation are on the same level of importance.

Further, by detailed study of the Table 4, we can trace more de-
tails. For example the highest number, and therefore the table
field with the biggest influence on the relationships between the
variables, corresponds to the incident type P732 (which is an ani-

Inc | 829 3037 3845 4652 5363 6486 | >
P2i1 | 24 26 36 5 10 1 2
P21 | 15 16 17 14 2 3 67
P310 | 11 24 32 12 7 2 88
P410 | 20 47 61 31 20 1 180
P470 | 9 19 21 20 5 2 76
P520 | 10 25 21 17 2 0 75
P730 | 13 21 30 12 5 4 85
P732 | 18 16 15 5 10 1 65
P760 | 14 32 32 14 10 6 108
P761 | 21 56 46 33 19 5 180
P790 | 5 27 25 16 10 2 85
TI0 | 7 19 31 7 4 0 68
Ti11 | 41 68 74 49 18 6 256
213 | 12 13 23 14 2 1 65
T221 | 10 33 26 10 12 3 94
T320 | 11 24 15 4 6 1 61
T430 | 12 20 24 9 7 1 73
T490 | 24 43 60 32 9 3 171
T491 9 31 46 13 11 3 113
T621 | 17 27 34 12 13 3 106
T711 | 20 4 40 24 15 3 144
T811 | 19 50 67 27 10 4 177
T821 9 28 37 5 2 4 85

ST [ s 707 813 395 209 59 | 2534

Table 3: Contingency table for incidents and average age of pop-
ulation



Inc 8-29  30-37 3845 46-52  53-63  64-86 Z
P211 4,6 0,9 0,0 0,3 0,1 1,0 6,9
P221 35 0.4 0,9 1,2 2,2 1,3 9,6
P310 0,1 0,0 0,5 0,2 0,0 0,0 0,9
P410 1,0 0,2 0,2 0,3 1.8 2,4 59
P470 0,2 0,2 0,5 5,6 0,3 0,0 6,8
P520 0,0 0,8 0,4 24 2,8 1,7 82
P730 0,1 03 0,3 0,1 0,6 2,1 35
P732 9,0 03 1,6 2,6 4,0 0,2 17,7
P760 0,1 0,1 0,2 0,5 0,1 4.8 58
P761 0,6 0,7 2,4 0,9 1,2 0,2 59
P790 39 0,5 0,2 0,6 1,3 0,0 6,4
T110 0,6 0,0 39 1,2 0,5 1,6 7.8
TI111 0,9 0,2 0,8 2,1 0,5 0,0 4.4
T213 1,0 1,5 0,2 1,5 2,1 0,2 6,4
T221 0,7 1,7 0,6 1,5 23 0,3 7,1
T320 0,8 2,9 1,1 32 0,2 0,1 82
T430 0,4 0,0 0,0 0,5 0,2 0,3 1,3
T490 0,0 0,5 0,5 1,1 1,8 0,2 4,1
T491 2,8 0,0 2,6 1,2 0,3 0,1 7,0
T621 0,4 0,2 0,0 1,2 2,1 0,1 4,0
T711 0,0 0,1 0,8 0,1 0,8 0,0 1.9
T811 1,2 0,0 1.8 0,0 1.4 0,0 4,6
T821 0,7 0,8 3,5 5,1 3,6 2,1 15,7

Z 32,6 12,1 23,0 33,5 30,1 18,7 150,0

Table 4: Calculation of the x? for incidents and average age of
population

mal accident) and the youngest population group, perhaps young
families with children. High value of x? for the same incident
can be also found in relation with 53-63 age group. By com-
paring the observed and expected frequencies, we can also find
whether the particular combination happens more or less often
than we would expect. In both of the cases above, the observed
pattern is higher than expected values, thus the incidents happen
more often in reality. Similarly, we can observe that the oldest
population group needs more often urgent assistance (P760), or
surprisingly that a high amount of car accidents happens in prox-
imity to the youngest population group.

5. DISCUSSION

The analysis using contingency tables provides a simple and fast
insight into the dataset from a point of view of two particular
variables in question. This method is also relatively easy to inter-
pret, which minimizes misunderstandings in the communication
between the involved parties that have often very different back-
ground. Further, the method is based on solid statistical grounds
assuring the credibility of the results.

A disadvantage within the methods applied and the resulting out-
come is the input data. Since we did use the input data, which was
provided by the participating partners (Fire&Rescue services),
we did not have sufficient information about its quality. Besides
the incompleteness, in some individual cases the locations for the
incidents seem to have an error in the geocoding process. If this
error is too large it will influence the proximity calculations to
the housing points and give an error to our results. One way to
deal with this problem is to use density surfaces, which would
eliminate the error to a certain degree. In the future research, we
will need to replace these data points and perhaps use a different
incident dataset.

Other potential variables for the new risk model should be ana-
lyzed in the same way. Apparently, we might put an emphasis
on the importance of the temporal aspect. Since every incident
data is recorded with a time stamp, it might result in significant
relationships to other spatial variables that change over time (e.g.
population distribution). Ongoing research investigates the sig-
nificance of a changing spatio-temporal population model to sup-
port risk assessment and damage analysis for decision-making
(Ahola et al., 2007).

6. CONCLUSIONS

Contingency tables and x*-based measures of association are well
established statistical methods for analyzing relationships in the
data, suitable for categorical variables. Applied to the risk model,
the proposed approach has been found useful in finding new rel-
evant variables.

However, to draw reliable conclusions, the method requires a
quality input data. Incompleteness and geocoding problems of
the incident records, which have arisen during the analysis, have
to be solved in the future perhaps by using different dataset. In
addition, the available census data should be updated.

Assuming that the census data is accurate, the age of population
can be a relevant variable in the analysis for the cause of certain
accident types. Nevertheless, our results are in need of further
interpretation by the Helsinki Fire&Rescue services before they
can be used in a risk model. This analysis is only one step in a
process that is often very complex.

The next research has to consider the temporal aspect. Further
integration of a time variable (time of the year, special holidays,
etc.) seems to be essential when relating the population distribu-
tion with regard to age to specific incident types. Furthermore we
should aim to integrate more data from different resources and
perhaps from a longer period of time.
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